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Abstract: This paper explores an innovative Optical Character Recognition (OCR) 
method that aggregates the results from different methods. Due to the fact that we 
have to our knowledge the typical characteristics of each OCR approach in any 
possible situation, a decisive operation can be issued between the outcomes. The 
proposed method aims to use a voting-based system, apply different preprocessing 
operations on the input image document, in order to enhance various text 
characteristics and expects to retrieve the “best text” in the image where it can be 
“read” more confidently by the OCR engine. The obtained results proved that the 
proposed approach delivered robust OCR reading in all kinds of processing 
scenarios, thus enabling the current method to be used, alongside other voting-
based techniques in an unsupervised document image processing and information 
extraction pipeline. 

Keywords: Optical Character Recognition, voting technologies, unsupervised 
machine reading, Tesseract OCR engine. 

1. Introduction 

A. Previous work 

Optical Character recognition is a Computer Vision technology that enables 
machines to retrieve humanly-readable text from regular images [1], the accuracy 
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of the method being, in most cases, dependent on text preprocessing and 
segmentation algorithms [2]. One of the most popular, and widely employed OCR 
engines, mostly due to its open-source nature, is Tesseract, an engine developed 
between 84’ and 94’ by HP, starting from a Ph.D. research project in HP Labs [3]. 
At that time, commercial OCR engines were primitive and typically failed on 
anything except for best quality print, which is why HP Labs Bristol decided that 
this project may become a good product for their company [4]. After more 
improvements, the OCR engine was the subject of a contest in the 1995 annual test 
specially dedicated to accuracy in machine reading text [4] and obtained the best 
results, by far ahead of the performances acquired by the existing machines in that 
competition [4]. HP ultimately released in 2005 the Tesseract OCR engine as an 
open-source solution [6]. 

The Tesseract engine has a pipeline-based architecture in the following serial order: 
image thresholding [13][14], connected components retrieval from the Boolean 
thresholded image, blobs creation, basic character recognition, several text 
aggregation forms in order to build words, text lines [14], text regions or 
paragraphs and to detect the occurrence of small capitals [7] (Fig. 1.). 

 
Fig. 1. The architecture of Tesseract OCR system; image taken from [7]. 

The first code version of Tesseract has improved over time, changes such as 
conversion to Unicode and retraining, contributing to the increase of its 
performance. R. Smith presents in [4], a comparison between the Tesseract 2.0 
(2007) version and the original HP’s version (1995). Table 1 presents a detailed 
performance comparison onto various types of document sets [4]. 
 

Version Set 
Errors %Error rate %Change 

Character Word Character Word Character Word 

HP 

Bus 5959 1293 1.86 4.27   
Doe 36349 7042 2.48 5.13   
Mag 15043 3379 2.26 5.01   
News 6432 1502 1.31 3.06   

2.0. Bus 6449 1295 2.02 4.28 8.22 0.15 
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Version Set 
Errors %Error rate %Change 

Character Word Character Word Character Word 
Doe 29921 6791 2.04 4.95 -17.68 -3.56 
Mag 14814 3133 2.22 4.64 -1.52 -7.28 
News 7935 1284 1.61 2.62 23.36 -14.51 
Total 59119 12503   -7.31 -5.39 

Table 1. Results obtained with the 2007 version of Tesseract versus original 1995 
Tesseract; table taken from [4]. 

 

B. Problem motivation 

Voting-based systems are not something unfamiliar, these being found in different 
approaches such as [7], [8], [9], [10] and, the most recent, [11]. Similarly to [7], in 
this paper, the “voting-based” component refers to the following approach: distinct 
image filters are applied over the input data and partial results with the best 
confidence are aggregated by the voting process, to optimize the final result. 

In general, it can be said that OCR engines are usually very powerful tools but they 
exhibit several weaknesses. They are very sensitive to the quality of the image 
presented at the input, especially when dealing with problems like uniform or non-
uniform noise, variable illumination across the entire acquired image page, variable 
contrast determined by an inconsistency in the quality of the paper and/or ink. 
Physical support degradation over time, inconsistent lines with gaps and cracks and 
especially thinned characters. 

Unfortunately, the aforementioned problems come with a huge cost: in terms of the 
retroconversion effort of library databases, the errors introduced in the textual 
information are the most difficult ones to correct, they need the most time and, 
subsequently, the more allocated resources (both people and money). Layout and 
hierarchy errors, for example, are much easier to correct, alongside with other 
common page defects like skew induced by the acquiring image mechanism. 

2. Proposed method 

Our proposed solution in a voting-based one using various filters to trigger various 
image characteristics. By comparing the words confidence, the most suitable text 
version is selected as the final output result. Therefore, this method proposes as a 
solution to compare the confidence of each word and keep the highest value as the 
final result. 

The diversity of the input data, using filters, determines variations in terms of 
contrast, sharpening, morphological operations like dilation and erosion performed 
with different kernels on the same image. 
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The first step is to apply filters on the input image, then send the image to the OCR 
engine. The outputted text is memorized with its detected confidence and tagged 
for later processing. We apply this step multiple times on the initial image in order 
to have more partial results. The final step assumes comparing and combining the 
partial results from the different OCR runs, as in the case in a proper voting 
mechanism. 

Image binarization [13][14] is employed to increase the contrast between elements 
and to ensure unambiguous connected components retrieval. 

Instead of a more commonly-used per-character OCR confidence, in order to 
increase the precision, but also have enough granularity for the voting process, 
word-based confidence (as an average of the individual letters’ confidences) is 
generated and used in candidate selection. 

After each run, a comparison based on each word’s confidence is performed, and 
the best confidence word is promoted and selected in the output. 

3. Performance measurements 

Regarding the technologies used, the engine in the implementation is Tesseract 
3.02 (Fig. 2) alongside EmguCV 3.0 library for various OpenCV-powered various 
image manipulations and processing tasks. 

The combination of Tesseract and EmguCV is powerful enough to generate and 
compare a lot of image preprocessing tasks that can be used in order to underline 
several text characteristics in several image areas. 

 

Fig. 2. Tesseract engine version 3.02. 

Unfortunately, like any other OCR engine, Tesseract is disturbed by the presence of 
random noise, improper illumination, and variable contrast across the page, etc. In 
general, images are distorted locally, meaning that performing several 
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preprocessing might enable some areas to be confidently “read” by the OCR at the 
expense of worsening other areas. Capturing the best results from all the runs is the 
goal of the voting-based technology that was employed in this paper. 

There was used a set of test scenarios in order to prove the validity of the voting 
system. In figure 3 it is illustrated the first scenario, where the low image quality 
requires applying filters in order to enhance it, and then to be ready for OCR 
processing. 

 

Fig. 3. Scenario 1, “Test 1” image. 

All the below figures are generated using the Diffchecker [12], in order to visually 
present the word-level differences at every image preprocessing step and to 
illustrate the behavior of the proposed approach at every stage. 

 

Fig. 4. Comparison between image “Test 1” (first row) and the proposed voting-
method result (second row) 

 

Fig. 5. Comparison between image “Test 1” (first row) and the image obtained by 
erosion and dilation (second row). 
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Fig. 6. Comparison between image “Test 1” (first row) and the image obtained by 
sharpening and erosion (second row) 

The results obtained in figure Fig. 7, represents the last sequence applied to the 
image, namely image sharpening. There are 9 words that were not extracted 
correctly. In figure 8, 6 words were not extracted correctly by using Tesseract 
without any filter. The quality of the text was improved by using the partial results 
from the three sequences and, at the same time, the number of wrong words was 
reduced from 6 to 4. 

 

Fig. 7. Comparison between image “Test 1” (first row) and the image obtained by 
sharpening (second row). 

 

 

Fig. 8. Comparison between image “Test 1” (first row) and the image obtained by 
applying Tesseract (second row). 
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One can observe from the results that every small preprocessing step tends to 
enable the correct detection of some words, at the expense of the introduced 
erroneous detection of others, thus the multi-stage OCR process is a slow one but 
ultimately managing to reduce the number of wrong words. 

4. Conclusion 

The proposed OCR voting-based technology proved to increase the accuracy of 
text detection in basically any text retrieval scenario. It is robust but at the expense 
of the extra time needed to perform the various preprocessing tasks and the 
subsequent OCR runs. The combination of the obtained results into delivering the 
final solution is a fast operation though. 

By employing a solution like this, the major problem of text correction in the large-
scale mass-digitization projects is significantly dampened. 

The main future development of the presented technology will be the integration in 
an ensemble of other voting-based methods [7-10] to increase the accuracy of a 
retroconversion system and to minimize the amount of supervision and correction 
work that often occurs in the case of image document analysis. 

Ultimately it is expected that the current research to ensure a better OCR detection 
accuracy during the Lib2Life research project [16] aimed at obtaining good quality 
digital versions from the on-paper documents of several Romanian libraries. 
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